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ABSTRACT 

Human gaze estimation plays a major role in many applications in human-computer interaction and computer 

vision by identifying the users’ point-of-interest. The revolutionary developments of deep learning have 

captured significant attention in the gaze estimation literature. Gaze estimation techniques have progressed from 

single-user constrained environments to multi- user unconstrained environments with the applicability of deep 

learning techniques in complex unconstrained environments with extensive variations. This paper presents a 

comprehensive survey of the single-user and multi-user gaze estimation approaches with deep learning. The 

state-of-the-art approaches are analyzed based on deep learning model architectures, coordinate systems, 

environntal constraints, datasets and performance evaluation metrics. A key outcome from this survey realizes 

the limitations, challenges, and future directions of multi-user gaze estimation techniques. Furthermore, this 

paper serves as a reference point and a guideline for future multi-user gaze estimation research. 
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I.  INTRODUCTION 

The path taken and destination taken, attention paid, feelings experienced, and encounters had. Estimating the 

direction in which a person's gaze is directed is a method that is regularly employed to gain a deeper 

comprehension of human behavior and cognition. Numerous studies have been conducted to investigate the 

methods that can be used to track the position and direction of eye gazing, which is necessary for a variety of 

fields, including cognitive and social behaviour .In addition, the situations in which gaze estimation takes place 

can be categorized as either restricted or controlled, or unconstrained or wild. Constrained environments are 

those that have a set of parameters that cannot be changed, such as the amount of illumination, the number of 

subjects, or the range of head angles. On the other hand, environments that have a significant amount of 

flexibility in their parameters are referred to be unrestrained environments. It is abundantly obvious that as a 

result of the broad use of gaze estimating technology across a wide variety of application areas, gaze estimation 

has evolved farther into unconstrained environments, hence surpassing limited environment settings. Even 

though there are a few different solutions for eye gaze estimation, some of them suffer from drawbacks such as 

high costs, the requirement of manual interventions, unreliability, and inaccurate performance in actual 

deployments. In addition, the performance of some older methods is hindered by elements such as poor image 

quality and lighting circumstances. In situations like these, eye gaze estimation methods that are based on Deep 

Learning (DL) come into play as a result of the inherited benefits they provide, which include learning from 

previously collected data, automation, a flexible procedure, high accuracies, and improved decision making. 

These prevalence DL-based techniques have proven to be effective in improving performance in eye gazing 
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applications. Techniques that are model-based and techniques that are appearance-based are the two primary 

categories that can be used to classify approaches to human gaze estimation. Model-based methods, by their 

very nature, call for specialized equipment, such as near-infrared (NIR) cameras, in order to manually regress 

the eye's features and construct a geometric model [2].This strategy is only applicable to the individual using it 

and cannot be used in open contexts [3]. In contrast, approaches that are based on appearance do not require 

dedicated equipment and are not restricted to situations that have certain constraints placed on them. 

Conventional appearance-based approaches and appearance-based methods combined with deep learning are the 

two categories into which these methods can be categorized after being subdivided. Because of their application 

and reliability in unconstrained situations, approaches for estimating gaze that are based on deep learning 

techniques have experienced a boom in attention in the eye-tracking literature over the past decade. This interest 

has been driven by the fact that these methods are based on deep learning. Deep learning-based methods have 

numerous advantages over traditional appearance-based methods. These advantages include the capacity to 

extract high-level gaze properties from images and the capability to build a non-linear mapping function directly 

from an image to eye gaze [4]. 

Deep convolutional neural networks (DCNN) have been utilized in almost every deep learning-based gaze 

estimation approach due to their ability to map image features directly, handle large-scale datasets, and learn 

complex non-linear mappings when confronted with significant head-pose variations, eye occlusions, and 

illumination conditions. This is because of DCNN's ability to map image features directly, handle large-scale 

datasets, and learn complex non-linear mappings. The appearance-based approaches with deep learning that are 

the primary topic of this research can be further subdivided into two subcategories based on the number of 

subjects. These subcategories are referred to as single-user gaze estimation and multi-user gaze estimation, 

respectively. The demand for multi-user gaze estimating strategies is on the rise, notwithstanding the major shift 

in gaze estimation techniques towards applications in unconstrained environments. As of the year 2021, the 

time-shifting and space-shifting single-user gaze estimate study method has been used to the investigation of a 

select few of these methods.  

This paper presents an overview of the most recent developments and advancements that have been made in eye 

gaze estimation research methods and procedures. We investigate the use of the most recent techniques for deep 

learning (DL), as well as helpful public datasets and other research methodologies that are connected. According 

to the findings of this survey and the lessons learnt from them, eye gaze applications are progressing with the 

use of DL methods due to the hereditary benefits. In addition, the findings of this study provide direction for 

following a DL-based procedure for eye gaze estimate, which can serve as a point of reference. In addition, we 

highlight the difficulties that have been encountered and the potential future paths of study for eye gaze 

estimation in a variety of applications. As a result, one of our goals is to provide researchers and developers with 

insights that can be helpful in the production of eye gaze estimation apps that are successful and efficient 

employing DL techniques [5]. 

 

  Overview of Multi-User Gaze Estimation 

Eye contact between humans is a sort of active, natural connection that acquires information from a visual 

scene. Even while it is very unobtrusive and straightforward in compared to gesture and word, it is nonetheless 
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able to convey a plethora of information regarding human actions. In eye gazing research, eye movements are 

analyzed in great detail in terms of the type of movement, how it functions, and the qualities it possesses. The 

analysis of a user's eye movements can be utilized to obtain information about the user's attention, purpose, and 

cognitive activities.Fixations, saccades, smooth pursuit, scanpath, gaze length, blinking, and changes in pupil 

size are the basic categories that are used to describe these kinds of eye movements [6].Fixations are the brief 

pauses that occur between movements in which the eyes remain still and study a situation. They have the 

slowest movement rate and are beneficial for reading, paying attention, and scanning large amounts of detailed 

information. Saccades, on the other hand, have the highest movement speeds and are useful for visual search. 

Saccades can be thought of as "jumping" from one location to another. These are motions that happen 

simultaneously with both eyes, and they take place between fixations. Eye-tracking movements known as 

smooth chases are employed in order to follow moving targets of interest. Before the eyes get at their 

destination, they travel along a scan path, which consists of a series of alternating eye fixations and saccades. 2D 

and 3D gaze are the two categories that can be used to describe the dimensionality of eye contact. When 

calculating eye stare in 2D, only the direction of gaze from one eye is required, but in order to calculate eye gaze 

in 3D, both the direction of gaze from both eyes and their depth of glance are required [7]. 

 

II.  RELATED WORK 

There have been many studies that have concentrated on eye gaze estimating research; however, there are only a 

few survey studies that examine expanding elements in the literature that is focused on DL approaches. These 

papers are available. Several of the research have examined several strategies for gaze estimation, such as 

methods based on models, methods based on appearance, methods based on deep learning, and methods based 

on convolutional neural network (CNN). For example, we have investigated these strategies with a particular 

emphasis on model-based approaches. They have presented their work within the framework of the following 

five categories: 1) 2D regression, 2) 3D model, 3) Appearance-based, 4) Cross Ratio-based, and 5) Shape based 

approaches. In a similar manner, researchers have analyzed recent developments in computer vision, such as 

deep learning, in order to assess gaze estimation techniques and divide them into two categories: 1) Geometric-

based methods, and 2) Appearance-based methods. From a different vantage point, [24] has demonstrated a 

variety of various deep learning-based gaze estimate approaches that concentrate on CNNs. A significant 

number of these research have conducted additional analyses of the calibration methods, performance evaluation 

criteria, devices and platforms, and datasets found in the existing gaze estimate literature. However, the majority 

of the research do not explore these methods from the point of view of multi-user gaze estimation, taking into 

account issues such as unconstrained ambient conditions, gaze target fluctuations, and coordinate systems. 

 

  Gaze Estimation  

The measurement of human eye gazing is what's known as "gaze estimation," and it's used to determine things 

like a person's intent and interest [8].Researchers in the 18th century employed invasive eye-tracking techniques 

to examine people's eye movements [9]. This is where the history of human gaze estimation and eye-tracking 

began. However, thanks to advancements in digital signal processing and computer vision, non-invasive gaze 

estimate methods that make use of the specific, physical properties of the eye are becoming increasingly popular 
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[10].The key elements required for this endeavor have been provided by the photometric and kinematic 

characteristics of the human eye [11].Two metrics that are utilized in gaze estimation are the direction of the 

glance and the point of look. The gaze direction is determined by the visual axis, which is different from the 

optical axis, as shown in Figure 3. Properties of the eye, such as the pupil and corneal reflection, are extracted 

from eye regions and are utilized in the determination process at the application level [12].Following this, the 

definition of the gazing point is the intersection of the glance direction and the surface of the item being 

viewed.[13] 

Before the development of methods based on computer vision, gaze estimating approaches relied on identifying 

patterns of movement such as fixations, saccades, and smooth pursuits (Young & Sheena,  

                                            

Figure1: Model of a human eye ball 

 

1975). Today, these techniques rely on analyzing data generated by computers. There are three categories that 

can be used to organize computer vision-based approaches: (1) 2D eye feature regression methods, (2) 3D eye 

model recovery method, and (3) Appearance-based methods [14].These techniques estimate the gaze by making 

use of eye images and video data in conjunction with the geometric model properties of the eye. To be more 

specific, the first two methods detect geometric aspects of the eye like corneal reflection and the center of the 

pupil, and then they develop an eye model in order to estimate gaze [15].The literature refers to both of these 

strategies as model-based strategies, despite the fact that they are fundamentally different. In the third method, 

an attempt is made to estimate gaze by considering the photometric appearance of the eye [16].Methods that are 

based on appearance do not require the assistance of such specific instruments for gaze measurement, in contrast 

to model-based methods, which do require the support of dedicated devices such as infrared cameras. The 

remote eye tracker is normally kept at a distance of 60 centimetersfrom the user, whereas the cameras on the 

head-mounted eye tracker are typically put on a frame of glass. In general, there are two sorts of devices that are 

utilized in these methods: (1) the remote eye tracker and (2) the head-mounted eye tracker.There are four 

different types of user interfaces that are used for gaze estimation. These interfaces include active, passive, 

single, or multi-modal. Active interfaces make use of the user's gaze in order to activate a function, whereas 

passive interfaces make use of obtained gaze data in order to determine the amount of interest or attention 

exhibited by a user. Techniques for estimating gaze can be broken down into two categories, 2D gaze estimation 

and 3D gaze estimation, according to the type of coordinate system that is employed. The vast majority of work 

has been presented for estimating in two dimensions, whereas just a few research have concentrated on 

estimation in three dimensions for the purpose of producing reliable results in real-world contexts. 
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  Multi-User Gaze Estimation 

A growing interest in gaze estimation in unconstrained contexts has been observed in the past decade as a result 

of the rapid use of deep learning-based methods in gaze estimation techniques. Because of this adaption, the 

idea of multi-user gaze estimation has been researched and implemented in a variety of different application 

domains [18]. Multi-user gaze estimation, as opposed to the more common practice of single-user gaze 

estimation, is typically necessary in open environmental contexts such as shopping, public meetings, and public 

events. As a result, it requires gaze estimate methods that are accurate, don't require a lot of overhead, and are 

fast. Studies that have already been conducted on multiple users' gaze patterns can be divided into two distinct 

categories: those that share time and those that share space.The number of users is spread out evenly across a 

given time period using the time-sharing method. The space sharing method, on the other hand, can process 

several users at the same time. Due to their lack of scalability and overall stability, time-shifting methodologies 

have not received a lot of attention in the relevant academic research.[19] 

 

  Gaze estimation approaches 

The various methods of gaze estimate that are now in use can be grouped into one of two primary groups: 

appearance-based techniques and model-based techniques. The cornea, optical axes, and visual axes are only 

few of the ocular components that are accounted for in model-based gaze estimation techniques. These 

techniques make use of a geometric model of the eye to determine the subject's direction of look. Although 

model-based approaches of gaze estimate are more accurate, using them often requires personal calibration from 

each participant, which can be a time-consuming process. Appearance-based approaches typically call for user 

eye images to be used in order to immediately develop a mapping function that goes from eye image to gaze 

estimation [21].Since the mapping is done directly on the image of the user's eye, appearance-based approaches 

often do not require camera calibration and geometry data. Conventional appearance-based methods and 

appearance-based methods combined with deep learning are the two categories that may be used to classify 

appearance-based methods. The abstract notions of these two types of approaches are illustrated in Figure 2 and 

Figure 3, respectively. 

 

                                       Figure 2: Conventional appearance based methods. 
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                                          Figure 3: Appearance based methods with deep learning. 

 

   Conventional Appearance Based Methods 

        In conventional appearance-based techniques, full images are treated as features, and eye gaze is inferred 

directly from the images themselves. Traditional approaches that are based on appearance have traditionally 

made use of mapping functions such adaptive linear regression, k-nearest neighbor, random forest regression, 

artificial neural networks, gaussian processors, and support vector machines.a technique known as adaptive 

linear  

 

Figure 4: Constrained environment and Unconstrained environment 

 

 

regression (ALR) has been described for mapping high-dimensional aspects of the ocular picture to low-

dimensional gaze positions. This technique considerably decreases the number of training samples required for 

high accuracy estimate. k-Nearest Neighbors has become a typical approach in the conventional appearance-

based method for forecasting gaze by using the mean of gaze angles from neighbor samples. This method is 

based on the concept that neighbors have similar gaze patterns. [22] have proposed a paradigm for gaze 

estimation that incorporates neighbor selection as well as neighbor regression. It makes considerable use of 

information regarding the posture of the head, the center of the pupil, and the overall look of the eyes [23].have 

suggested a way to learning the highly non-linear mapping function between the gaze information and the RGB 

eye picture appearances, including depth cues. This approach is built on an ensemble of trees that are gathered 

together in a single forest. a strategy that is based on particle swarm optimization with a BP neural network was 
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proposed. These procedures are fraught with a great deal of difficulty. Most Conventional approaches that are 

based on appearance typically need either a fixed head stance or a restricted range of head movements, as shown 

in Figure 4(a). In addition, this technique struggles to account for subject differences, particularly when applied 

in an unrestricted setting. 

 

III. CONCLUSION 

The commercial, social, and medical health sectors are only few of the application domains that can benefit 

from eye gaze estimation technologies. This survey focused primarily on investigating the most cutting-edge 

methods currently employed in eye gazing research, with a particular emphasis on deep learning strategies. In 

this study, utilizing deep learning techniques, a critical analysis of the associated models in appearance-based 

gaze estimation approaches was carried out. In unconstrained environment situations, such as extreme head-pose 

variations, illumination conditions, eye and facial occlusions, appearance-based methods with deep learning 

perform more robustly than model-based methods and conventional appearance-based methods. This is due to 

the fact that appearance-based methods with deep learning combine machine learning techniques with 

traditional appearance-based approaches. In addition to this, they are able to learn a complicated non-linear 

mapping function directly from picture data to gaze without the need for a device that is specifically designed 

for this purpose. It was found that single-user gaze estimating methods have been extensively researched in both 

confined and unconstrained settings, obtaining near-human levels of performance in both types of situations. 

However, multi-user gaze estimation studies have only been investigated in a limited number of application 

domains, such as retail and crowd-behavior analysis. In addition, we have discussed the benefits and drawbacks 

of associated methodologies, as well as the characteristics of datasets that are readily available to the public. 

Finally, we have explored prospective future research topics and provided ideas for selecting eye gaze 

estimation methodologies. These can be helpful for researchers and developers working in the field. 
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